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Objectives for today 
Session is context for secure application development 

1. Understand risk and policy from an techno-economic perspective 
– What is risk? 
– Risk taxonomies 

•  Industrial versus operational 
•  Exploring risk dimensions  
•  ICT risks 

– Risk and policy 
2. Handling risk 

– Approaches 
– Managing implies quantification of ??? 
– Risk indicators 
– Security metrics 
– Secure application development metrics 

3.Real world economics 
http://distrinet.cs.kuleuven.be/ 

Can we learn 
something for 
sec app dev? 



What is risk ? 
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Is risk positive? 

•  life is not risk-free 
•  we take risks because there are rewards 
•  … or at least minimize risk to achieve objective 
•  good assessment of risk/reward value pair is key to 

success 
•  threshold defines acceptable behavior 
•  R/R T is continuously changing!  
•  examples 

http://distrinet.cs.kuleuven.be/ 
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Risk posture 

http://distrinet.cs.kuleuven.be/ 
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Y. Nara, A Cross-Cultural Study on Attitudes toward Risk, Safety and Security. LNCS Volume 5178, Knowledge-Based Intelligent 
Information and Engineering Systems, 2010, pp. 734-741. 



L1: Risk attitude and SAD 

•  Single attitude towards risk does not exist 
•  E.g. provision of controls for personal information 

leakage (monitoring, enforcement) 
–  No significant effect on anxiety in China and USA 
–  Clear negative effect on anxiety in Japan 

http://distrinet.cs.kuleuven.be/ 
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Qualify 
demographics of target audience (geography, age, customer…) 

and associated security requirements 

<> Security requirements introduce variability 

 Counter using methodology that can address this structurally 
(SPL, FOP, …)  



Our risk posture (2) 

•  = our attitude to risks 
•  a most fundamental characteristic of an organization 

•  policy = a description of this attitude 
•  (so reflects the values of an organization) 
•  (provides guidelines for behavior -- more later) 

•  innovation = better risk handling (use or protection) 
•  Risk Management is the science (or art) of handling 

http://distrinet.cs.kuleuven.be/ 
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Risk management 
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harder hard hardest 

All business lines, all processes, all applications, all 
infrastructure elements and code  



Decomposing risk (1) 
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IR and quality 

10 
http://distrinet.cs.kuleuven.be/ 



Operational risk drivers 

•  a solid operational risk practice is often a requirement 
•  legal or regulatory 

–  Basel II: In (Europe's) financial industry regulators want business 
to demonstrate solid ORM and provides capital allocation 
guidelines  

–  SOX: (US) Mandates controls regarding several aspects of 
financial reporting, oversight and ethics 

–  HIPAA-security: (US) Mandates control on health information 
with regard to confidentiality, integrity and availability 

•  corporate governance and service disruption 
–  protect shareholder value 
–  provide service with necessary degree of confidence 

http://distrinet.cs.kuleuven.be/ 
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Operational risk 

•  Operational risk = loss by inadequate or failed  
— people, processes, systems (performance/security) 
— external events (natural disasters) 

•  using software implies OR tackled by th(e) system(s folks) 
•  … so the s/w product companies developers’ IR becomes the client 

sysadmin’s OR 

•  for now, the software industry seems to get away with this 
•  related to risk: 

–  the risk/reward norm of the s/w community is wrong 
–  the customers are not really empowered 
–  the market mechanisms that drive IR down do not seem to apply 
–  there seem to be little, if any penalties for production of unsecure s/w 
–  some self-policing going on, little regulation or legal challenges 

http://distrinet.cs.kuleuven.be/ 
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Opinion 



Decomposing Risk (2) 

http://distrinet.cs.kuleuven.be/ 
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Risk domains 

•  to achieve objectives (max. profit) actions must be taken 
•  each action implies positioning R/R in each domain 
•  examples of risky behaviour in some domains 

–  human: shoe producer decides to produce using child labor 
–  environmental: agro-industrial complex makes heavy use of 

pesticides 
–  legal: bank decides to keep less reserves than Basel requires 
–  IT: to get on-line quickly we are using un-patched servers 
–  organizational: use strong hierarchical mgmt style with little input 

from lower ranked co-workers 

•  clearly some guidance is required 

http://distrinet.cs.kuleuven.be/ 
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Policy revisited 

•  the organizations policy describes its R/R positioning 
–  reflects top-level values of the organization 
–  guides our actions by refinement 

http://distrinet.cs.kuleuven.be/ 
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… a typical s/w factory 

http://distrinet.cs.kuleuven.be/ 
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Opinion 



L2: Where do I work? 

•  As a s/w developer, I work for a company that … 
–  Has no attitude towards risk at all 
–  Or has an explicit short-term vision 

•  …versus… 
–  Has explicit risk company guidelines 
–  Has a long-term customer-centric vision 
–  …maybe even translated to commitments at the secure s/w 

factory level  

•  Be aware of cultural differences when trying to get 
commitments (=money) 

http://distrinet.cs.kuleuven.be/ 
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“Every developer should ask whether the organization he is working for is committed to secure software. 
You would not want to work for polluter - would you?” 



Cost of not having security (OR) 

•  TJX: Analyst estimates 1.7-4.5B USD, 9/2009: 51M+? 
•  TJX: no effect on sales at all! 
•  Heartland: 2/2010: 100M USD for various settlements, no 

class action (HPY is a 1.5+B company) 

http://distrinet.cs.kuleuven.be/ 
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2007 TJX retail breach: 94M credit cards 
stolen, no VPN software installed (WEP) 
2008 Heartland processor breach: 100M
+ CC, no end-to-end encryption (SQL) 



Cost of not having security (2) 

Protecting Value in the Face of Mass Fatality Events, Oxford. Metrica. 
Reputation and Value: the case of corporate catastrophes, (2001), by Rory F Knight & Deborah J Pretty, Oxford. Metrica. 

Cavusoglu, H., Mishra, B., and Raghunathan, S. 2004. The Effect of Internet Security Breach Announcements on Market Value:  
Capital Market Reactions for Breached Firms and Internet Security Developers. Int. J. Electron. Commerce 9, 1 (Oct. 2004), 70-104.  

http://distrinet.cs.kuleuven.be/ 
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L3: How not to convince my CEO 

•  The impact on stock price can be both – and + 
•  Some security problems + excellent communications 

strategy = a decent share price pump 
•  Emphasis both sides: predictability + recovery plan  

–  Manage the risk 
–  = Make sure software development is involved in both 
–  = Take credit for both proactive and reactive actions  

http://distrinet.cs.kuleuven.be/ 
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“Don’t leave incident handling to the marcom magicians” 



Risk handling (OR/IR) 

•  identify 
•  then 

–  transfer to others by default (identification not needed) 
–  transfer through insurance 
–  provision 
–  accept and communicate 

•  or 
–  reduce (be yr own insurer) 
–  “quantification” is a must 

http://distrinet.cs.kuleuven.be/ 
21 



Security quantification  

http://distrinet.cs.kuleuven.be/ 
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L4: Managing S/W risk 

http://distrinet.cs.kuleuven.be/ 
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The end customers loss databases: measure some T*V*B 

My testing and QA activities: measure some V 

Honey pot approach: measure some T*V 

 My development OR: estimate V 

Model approaches: calculate some (proxy of) V  
Formal model: proof absence of V 



•  Hard 
–  interplay between threat and vulnerability 
–  profile (motivation) 
–  sophistication (resources) 
–  not stationary 
–  not rational 

•  Generic efforts (weather reports) 
–  SANS 
–  Verizon DBIR 
–  Honey* (getting closer to application with 

tools such as glastopf) 
•  Targeted efforts  

–  counter(intelligence), 90% 

•  Emerging efforts 
–  Root cause analysis  

based on OR incidents or logs 

Threat source quantification 

http://distrinet.cs.kuleuven.be/ 
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Verizon Business DBIR 



Quantified security zoo 

http://distrinet.cs.kuleuven.be/ 
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A Guide to Security Metrics - SANS Security Essentials GSEC Practical Assignment Version 1.2e - Shirley C. Payne June 19, 2006 



Quantified security zoo 

http://distrinet.cs.kuleuven.be/ 
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NIST Special Publication 800-55 Revision 1, Performance Measurement Guide for Information Security 



IR/OR and secure software 
quantification 

•  I develop 
•  IR perspective 
•  “white box” 
•  mostly developer, q/a, 

tester 
•  direct measurements 

on code, architecture 
•  weak incentive 
•  scale 
•  ss/w metrics 

•  I use 
•  OR perspective 
•  “black box” - only for s/w 
•  indirect observation of  

s/w behavior 
•  q/a and testers 
•  user incidents 
•  strong incentive (legal) 
•  OR “metrics” are ss/w… 
• indicators 

http://distrinet.cs.kuleuven.be/ 27 



OR indicators (generic) 

•  Operational risk = loss by inadequate or failed  
—  people, processes, systems (performance/security) 
—  external events (natural disasters) 

•  OR indicators as used in financial industry 
•  People 

–  availability: effective FTE %, consultant % 
–  compliance: compliance violation %, awareness trained % 
–  exceution/adequacy: skill set coverage, training ratio, seniority, productivity 
–  management: sick days, leavers, transfers 
–  organizational: hierarchical ratio, job descriptions 

•  Process 
–  availability: SLA breaches 
–  compliance: transactions without evidence or non-standard ratio 
–  execution: planned/actual transactions, exceptions (non STP, late), incidents 
–  management: exception delta 
–  organizational: process changes, undocumented processes ratio 

http://distrinet.cs.kuleuven.be/ 
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OR indicators (generic ctd.) 

•  Systems 
–  availability: SLA breaches 
–  compliance: non-(security) policy compliant systems ratio 
–  execution: incidents/support requests 
–  management: support time evolution, incident delta 
–  organizational: change requests, undocumented-unsupported systems ratio 

•  (External) 
–  BCP 
–  stability of regulatory frame 

— business dependencies 

http://distrinet.cs.kuleuven.be/ 
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“Unless we can get cloud computing as reliable and 
secure as utilities it is going to be a security 
assessment nightmare as (cloud users) we are 
black-boxing even more” Opinion 



OR IT security indicators 

•  People 
•  Process 

–  partners not having subscribe to internal standards (such as s/w providers) 

•  System 
–  compliance: non-compliant systems and apps ratio (backup, a/v, SDLC, …) 
–  management: incident resolution time delta, incident rate evolution 
–  execution: incidents / systems, resolution time 
–  organizational: non-tracked assets: systems, data 

•  ISO 17799, 27001/2 provides for inspiration 
–  Control objectives: risk assessment; security policy; organization of information 

security; asset management; human resources security; physical and 
environmental security; communications and operations management, access 
control; information systems acquisition, development and maintenance; 
information security incident management; business continuity management; 
compliance.  

http://distrinet.cs.kuleuven.be/ 
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How to use OR indicators 

•  For software factories 
–  have people, processes, systems subject to OR 
–  can use OR indicators to gauge their performance 
–  the correlation between OR indicators and product (= s/w) quality is high 
–  strength of correlation can even be improved by pooling over many s/w factories 
–  part of philosophy of BSIMM, “practices are qualitative metrics” 

•  For software users 
–  have people, processes, systems subject to OR 
–  can use OR indicators to gauge their performance 
–  the correlation between OR indicators and quality of used s/w is partial at best 
–  some OR indicators are better than others (systems) 
–  pooling incident data over many users could improve strength of correlation 
–  bad: a lot of resistance (reputation) – regulation required? 
–  bad: need to factor out all other influences 
–  good: losses related to incidents are already pooled to provide OR loss distribution 

http://distrinet.cs.kuleuven.be/ 
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•  Quantified Security is a Weak Hypothesis,  Vilhelm Verendel.  Proceedings 
of NSPW’09, September 8–11, 2009, Oxford, United Kingdom,  

•  90 paper survey (1980-2008) 
•  white and black box, assumptions (rationality, stationary, independence) 

“The result shows how the validity of most methods is still strikingly unclear” 
“Despite applying a number of techniques from fields such as computer 

science, economics and reliability theory to the problem it is unclear what 
valid results exist with respect to operational security” 

”Quantified security is thus a weak hypothesis because a lack of validation and 
comparison between such methods against empirical data”  

•  we need (your) long-term and structured data! 
•  … not saying it is impossible 

–  1 of the approaches may be right, or better ones constructed 
–  we just cannot validate metrics and/or models well at this time 

Earlier quantification work 

http://distrinet.cs.kuleuven.be/ 
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•  S. M. Bellovin. On the brittleness of software and the infeasibility of security 
metrics. IEEE Security and Privacy, 04(4):96, 2006. 

–  philosophical view 
–  software brittleness, linearity of layered defense, danger of composition 
–  brittleness: intrinsic defensive capability of s/w is low > all metrics are essentially 0  

•  Self-healing s/w -  very early stage 
•  New composition mechanism where defense layers reinforce each other, instead of 

onion approach 

•  Reijo Savola. On the Feasibility of Utilizing Security Metrics in Software-
Intensive Systems. IJCSNS, Vol. 10 1-2010 

–  it is just immature 
–  good metrics have many attributes 
–  much more attention needed for validation 
–  Multi-dimensional validation methodology 

Skepticism in quantification (2) 

http://distrinet.cs.kuleuven.be/ 
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Real-time monitoring 



Quantified security – only way  

http://distrinet.cs.kuleuven.be/ 
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•  Good metrics (A. Jacquith, Security Metrics): 
–  easy to measure 
–  consistent 
–  expressed as a number 
–  have a unit 
–  specific 

•  Some principles or practices immediately elicit metrics 
at design or code time (Scandariato et al., 2006) 
–  KISS: cyclomatic complexity, size KLOC, attack surface 
–  separation of concern:  degree of AOD concern diffusion 
–  layered security: lines of defense checks/scenario, input val. 
–  minimize critical sections: number of critical modules UML/dd  
–  accountability: degree of accountibility  audit ratio   

White box quantification 

http://distrinet.cs.kuleuven.be/ 
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•  Entry and exit points, untrusted data and channels 
•  Not all are created equal 
•  Analyze for points, monitor for untrusted data/channels 

 A Formal Model for A System's Attack Surface, Pratyusa K. Manadhata, Dilsun K. 
Kaynar, and Jeannette M. Wing, CMU Technical Report CMU-CS-07-144, July 
2007. 

Attack surface metrics of code 

http://distrinet.cs.kuleuven.be/ 
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•  focus on composition, not individual s/w system (pre/post of exploits known) 
•  based on analysis total effort of “path of attack” 
•  interesting finds: 

–  less vulnerabilities does 
not mean more security  
(all must be exploited) 

–  security is not equal 
to path of least effort 

–  diversity and security 
are not related 

•  can be extended with probabilistic,  
dynamic view 

•  automated/real world: attack trees 
- TVA, vulnerabilities from – CVSS 

Lingyu Wang, Anoop Singhal, Sushil Jajodia, “Toward Measuring Network Security Using Attack Graphs” Proc. 3rd International Workshop 
on Quality of Protection (QoP 2007), Oct 29, 2007, pages 49-54.  

Aggregation using attack graphs 

http://distrinet.cs.kuleuven.be/ 
37 



L5: Managing S/W risk: do’s… 

http://distrinet.cs.kuleuven.be/ 
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The end customers loss databases: measure some T*V*B 

My testing and QA activities: measure some V 

Honey pot approach: measure some T*V 

 My development OR: estimate V 

Model approaches: calculate some (proxy of) V  
Formal model: proof absence of V 



•  Finding security vulnerabilities (static analysis) 28/2 
•  Security testing 24/2 
•  Architectural risk analysis 28/2 
•  Hands-on security tools 4/3 
•  (BSIMM) 

•  (Indicators) 
•  (Metrics) 

•  Models 2/3 

2011 SecAppDev perspective 

http://distrinet.cs.kuleuven.be/ 
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quantified 
observations 

proof 

activities 
and  

practices 



Breach: entry path 

http://distrinet.cs.kuleuven.be/ 
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Verizon Business DBIR, 2009 
http://www.verizonbusiness.com/resources/security/reports/2009_databreach_rp.pdf.  

vector 



Breach: nature of the hack 

http://distrinet.cs.kuleuven.be/ 
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Verizon Business DBIR, 2009 

free 

work a little 

hhmmm... 

90% of records result from FT 



Symantec, Internet Security Threat Report Volume XIV: April, 2009  

Underground economy 

http://distrinet.cs.kuleuven.be/ 
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A serious hack (TJX, HPY) is worth about 10Mio USD. The average income in 
say China or Georgia is about 5000 USD yearly. Gonzalez had >1.5Mio in cash 
when arrested. 

Opinion 



•  Observed value of offered goods (6/2007-7/2008): 275 Mio USD 
(unique offers) 

•  Market value: app. 10B USD (about the GDP of Georgia) 

•  Cookie cutters are cheap, but customization costs 

Symantec, various publications 

Underground economy (2) 

http://distrinet.cs.kuleuven.be/ 
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•  Nobody Sells Gold for the Price of Silver: Dishonesty, Uncertainty 
and the Underground Economy. Herley and Florencio. Microsoft 
Research, 2009  

•  lemon market principle 
–  asymmetry of information 
–  low seller quality (rippers) 

•  offer goods values and market value are exaggerated. 
•  2 tiers: gangs (bypass markets) and technicians (use markets) 
•  350M spams bring in 3000 USD but the cost for the regular economy 

is high 

•  only the gangs are making money and are fairly invisible 

Underground economy (3) 

http://distrinet.cs.kuleuven.be/ 
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A serious hack (TJX, HPY) is worth about 10Mio USD. TJX cash-out was also 
about 10Mio USD. Black market economics tend to have market value equal 
to value of offered goods. Profitability is not huge but still enough and the 
myth is strong. Analog to drug dealing pyramids. Opinion 



•  Email account 
–   4/2009 100USD, 9/2009 25 USD, 12/2009 12 USD 

•  the 0wned Price index suggest some deflation 
•  but not too much… 
•  our efforts to break the market are not really successful 

–  rippers are already present 
–  our systems are not secure enough 

•  deflation: 
–  are we losing? 
–  or is the black market getting more educated? 
–  more entering? 

the 0wned Price index, Dan Geer, IEEE Security & Privacy, 1/2009 

How are we doing? 

http://distrinet.cs.kuleuven.be/ 
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L6: Security economics lessons 

•  Except for corner cases, monetary gains are small 
•  Black market is not very important 
•  Don’t let security marketers scare you 
•  … collateral damage is high 

•  Traditional market mechanisms do not apply  
•  … also not for the regular market: eg Metcalfe, 0 

production cost 
•  Expect regulation! 

http://distrinet.cs.kuleuven.be/ 
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(Regulatory) Mechanisms WILL be introduced to  
1. transfer risk from customers to developers 2. Keep markets from becoming monolithic. 

Risk becomes more costly for s/w companies 

Those that manage well will do better!   



Thanks – Q&A! 
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